(51) International Patent Classification:  
G06F 3/01 (2006.01)

(21) International Application Number:  
PCT/IB2017/056244

(22) International Filing Date:  
10 October 2017 (10.10.2017)

(25) Filling Language:  
English

(26) Publication Language:  
English

(30) Priority Data:  
102016000103076 13 October 2016 (13.10.2016) IT

(71) Applicants: OSRAM GMBH [DE/DE]; Marcel-Breuer-Strasse 6, D-80807 Munchen (DE). FONDAZIONE ISTITUTO ITALIANO DI TECNOLOGIA [IT/IT]; Via Morego, 30, I-16163 Genova (IT). UNIVERSITA DEGLI STUDI DI VERONA [IT/IT]; Via dell'Artiglieri, 8, I-37129 Verona (IT).


(74) Agent: BOSOTTI, Luciano; Buzzi, Notaro & Antonielli d'Oulx S.r.l., Via Maria Vittoria, 18, I-10123 Torino (IT).

(81) Designated States (unless otherwise indicated, for every kind of national protection available): AE, AG, AL, AM, AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM, DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GL, GT, HN, HR, HU, ID, IL, IN, IR, IS, JO, JP, KE, KG, KH, KN, KP,...

(54) Title: A METHOD OF VIEW FRUSTUM DETECTION, CORRESPONDING SYSTEM AND COMPUTER PROGRAM PRODUCT

(57) Abstract: An image signal indicative of the head pose of a person in a scene, as provided, e.g. by a camera (W), is processed by: - estimating (102), as a function of the image signal received (100) by the image sensor (W), the head pose of the person, - generating (104) from the estimated head pose, a view frustum of the person, - generating (106) from the view frustum a visual frustum of attention or VFOA of the person, and - generating from the visual frustum of attention e.g.: - a predicted movement trajectory of the person, preferably by tracking the person as a function of a predicted movement trajectory, or - an estimated scene situation attention map as a function of the visual frustum of attention, preferably by identifying in the attention map at least one object (L) to be controlled (L). For instance, the method may be applied to controlling a smart lighting system (L) including plural lighting devices (L) controllable by one control device (C), by identifying in the attention map one lighting device (L) to be controlled, so that the control device (C) may be used to control the lighting device identified in the plurality of lighting devices in the attention map.

(Continued on next page)

Published:
— with international search report (Art. 21(3))
"A method of view frustum detection, corresponding system and computer program product"

****

Technical field

The description relates to view frustum detection. One or more embodiments may applied e.g. to the management of "smart" lighting systems.

Throughout this description, various documents will be referred to by reproducing between square parentheses (e.g. [X]) a number identifying the document in a LIST OF DOCUMENTS CITED which appears at the end of the description.

Technological background

Tracking is a classical problem in computer vision, which has received attention over more than 30 years, due to its importance in applications such as surveillance, medical imaging and, more recently, robotics.

Especially in robotics application, tracking has been combined with forecast, to allow early machine intervention for facilitating human tasks, e.g. opening a refrigerator when a person is approaching it.

Detection of the view frustum is a also a recent problem with high potential for modern vision applications.

The view frustum (or viewing frustum) is the region of space which may appear in on the screen of a computer, thus representing more or less what the field of view is for a notional camera. The designation "frustum" highlights the fact that the view frustum may be obtained by taking a truncation with parallel planes (that is a frustum) of the pyramid of vision. This is a practical implementation of the (ideal) cone of vision of an eye when a rectangular viewport as used in e.g. in computer graphics is considered. For that reason the
term pyramid of vision is sometimes used as a synonym for view frustum.

The exact shape of the region covered by a view frustum may vary depending e.g. on the optical system considered. In most applications it may be considered to be a frustum of a rectangular pyramid.

Recent progresses in people detection enable research on their poses, including the view frustum, facilitating understanding their visual attention.

Head pose estimation studies have systematically increased in recent times in the area of computer vision. These studies are mostly in the field of human-computer interaction and affective computing [1, 2], where heads are captured with a high level of detail in controlled environments, with the aim of capturing subtle social signals or helping the analysis of the gaze.

Other works focus on individuating head pose in open scenarios, like in surveillance, where a number of persons may be captured at low resolution [3, 4, 5]. In this case, the head pose can be used to infer the visual field of view (FOV) of a human [6], that in turn can approximate the gazing activity [7]; an underlying concept is to align a cone of angles 130°-135° vertical and 200°-220° horizontal with the vector originating from the nose, orthogonal with respect to the coronal plane of the face: in this volume or space, also called the visual frustum (or, with a synonym designation, focus) of attention (VFOA) [7], fixation of the eyes may occur.

Confidence exists in that the distribution of gaze and cognitive processes are related [8, 9, 10], and estimation of the FOV may thus be a way for guessing where the attention of the subject is spent (devoted).

In particular, head pose estimation in open scenarios
has been applied for inferring the attention spent on shops [7], or on diverse areas of a scene [11] or to individuate so-called F-formations [5, 12].

Starting from certain theoretical investigations [13], recent studies on artificial lighting in public spaces [14, 15], inspired from neuroscience research [16, 17], have analyzed critical visual fixations of pedestrians walking in public spaces. Critical visual fixations may be different from simple fixations because they entail cognitive processes focused on the object of the fixation, while simple fixations may be the effect of daydreaming or task-unrelated thoughts [16]. For instance, thanks to eye tracking portable devices, the possibility exists of checking which objects have been (critically) fixated, categorizing them e.g. in eight categories: person, path (pathway in the direction of travel), latent threat, goal, vehicle, trip hazards, large objects, general environment. The results suggest that the path and other people are the most frequent critical observations, with a tendency for other people to be fixated at far distances and the path to be fixated at near distances.

In that respect, it was observed that head pose may represent an expressive cue for finding groups in a crowd [14] and that information about groups might improve performance of socially driven trackers [18], and permit a tracking-by-detection approach [19].

For instance, in [13] critical visual tasks that pedestrians perform while wandering are investigated by suggesting that these tasks include obstacle detection, facial recognition of other pedestrians and visual orientation, without however validating these assumptions and/or weighing the relative importance. Eye tracking was thus adopted to get quantitative results, firstly on controlled laboratory settings.
In [16], participants walk three 10m paths; two of the paths have regularly- or irregularly-spaced footprints that subjects have to step on, while a third path has no footprints. The results show that, over 59% of total fixation time, gaze was held on the near path at a fixed distance slightly ahead of the pedestrian, with fixations on the footprints accounting for 16%. The relationship between speed and width of the VFOA is investigated in [21], where cyclists were asked to ride a 15m path in an internal environment with three lane widths and at three different speeds. Results showed that narrower paths and higher speeds demand a more restricted visual search pattern and fewer task-irrelevant fixations. These studies have been criticized as being unnatural, taking place in constrained scenarios that lack the distracting features that are present in the real world, such as other pedestrians, buildings and eye-catching objects.

Mobile eye-tracking systems may address this problem, allowing eye-tracking to be carried out in ecological outdoor situations. The first studies of this kind showed that 21% of fixation time was directed towards people, 37% towards the path, and 37% towards other objects [22], with the percentage of fixations toward the path increasing during night hours (40-50%) [23].

These results were criticized by noting e.g. that the object or area that a person fixates does not always reflect where his or her attention is focused, due for example to daydreaming activities or task-unrelated thoughts [23, 24, 14]. Alternative protocols were studied, for example focusing on shifts in fixations, which should reflect changes in where attention is focused, with the connection between eye movements and attention still subject of studies.
For that reason, in [14, 15] the concept of critical fixation was exploited, by noting that critical visual fixations are different from simple fixations because they entail cognitive processes focused on the object of the fixation. The way to detect critical fixations is based on the presence of a secondary task: other than the primary task (walking in an environment), a secondary task has to be carried out (pressing a button after having heard an auditory stimulus). A delay in the completion of the secondary task is used to identify critical fixations. In the study of [14], already mentioned, participants were asked to walk a short (900m) and heterogeneous route (road crossings, uneven terrain, residential areas and crowded plazas) whilst wearing an eye-tracking equipment and carrying out a dual task. As indicated, critical fixations were categorized in eight categories: person, path (pathway in the direction of travel), latent threat, goal, vehicle, trip hazards, large objects, general environment. Results showed that the more frequent critical observations are on the path (22%), people (19%) and the goal (15%) with a tendency for other people to be fixated at far distances (> 4m) and the path to be fixated at near distances (≤ 4m). In addition, it is postulated that fixations at people are due to the need of perceiving their motion (speed and direction) [15].

Certain physiological studies aim at determining VFOA size (e.g. a cone of angles 130°-135° vertical and 200°-220° horizontal) [9]; in [25], it is demonstrated that there is a gradual drop-off in processing efficiency around the focus of attention.

The results of [14, 15] and similar experiments do not address the case of subjects forming groups. This may be a point of interest, since people that walk
together may have a different fixation behavior with respect to single subjects; in facts, persons in a moving group, other than the individual fixations needed for path planning, may keep reciprocal eye contact to maintain social connection, that is, managing the turns in a conversation, processing non-verbal social signals etc. [26, 27].

Various studies employ VFOA in unconstrained scenarios, with no high resolution sensors to capture the precise gazing activity. Earlier works such as [3, 7] focus on VFOA estimation on low resolution images, jointly with the pose of the person, with VFOA used primarily for spotting social interactions.

In [28] head direction serves to infer a 3D visual frustum as approximation of the VFOA of a person. Given the VFOA and proximity information, interactions are estimated: the underlying idea is that close-by people whose view frustum is intersecting are in some way interacting. The same idea has been explored in [29].

More in detail, in [8], the VFOA is defined as a vector pointing to the focus of attention, thanks to an approximate estimation of the gazing direction at a low resolution, with the goal of analyzing the gazing behavior of people in front of a shop window. The projection of the VFOA on the floor was modeled as a Gaussian distribution of "samples of attention" ahead of a pedestrian in [30]: the higher the density, the stronger the probability that in that area the eyes’ fixation would be present.

The modeling of [31] is more physiologically-grounded, with the VFOA characterized by a direction \( \theta \) (which is the person head orientation), an aperture \( \alpha = 160^\circ \) and a length \( l \). The last parameter corresponds to the variance of the Gaussian distribution centered around the location of a person. Even in this case,
samples of attention were used to measure the probability of a fixation: a denser sampling was used at locations closer to the person, decreasing in density in zones further away. The frustum is generated by drawing samples from the above Gaussian kernel and keeping only those samples that fall within the cone determined by the angle $\alpha$. In [32], the aperture of the cone is shown to be modulated in order to mimic more or less focused attention areas.

Acquiring semantics from the scene has vast application in different fields ranging from computer vision to smart lighting.

As an improvement over conventional manual switches, in the product available with OSRAM companies under the trade name of Lightify™ [20], a graphical user interface (GUI) allows the grouping of lights and their switching-via-touch on a smart device display.

Both those switching techniques have drawbacks: manual switches cannot be changed after commissioning, or without the intervention of a technician, while in Lightify™ groups are defined by lists of connected lights, which does not facilitate making their selection intuitive.

Object and summary

An object of one or more embodiments is to contribute in providing further improvements in the area of technology discussed in the foregoing.

According to one or more embodiments, such an object may be achieved by means of a method as set forth in the claims that follow.

One or more embodiments may relate to a corresponding system, as well as to a computer program product loadable in the memory of at least one processing module (e.g., a computer) and including software code portions for executing the steps of the
method when the product is run on at least one processing module. As used herein, reference to such a computer program product is understood as being equivalent to reference to a computer-readable means containing instructions for controlling the processing system in order to co-ordinate implementation of the method according to one or more embodiments. Reference to “at least one computer” is intended to highlight the possibility for one or more embodiments to be implemented in modular and/or distributed form.

The claims are an integral part of the disclosure provided herein in relation to the one or more embodiments. One or more embodiments may rely on the recognition that the visual frustum of attention (VFOA) identifies the volume of a scene where fixations of a person may occur; it can be inferred from the head pose estimation, and may be important in those situations where precise gazing information cannot be retrieved, like in surveillance scenarios with occlusion.

In the past, this has been exploited for individuating interest brought to certain areas of various environments (shops, open plazas, airport halls, etc.), or for individuating groups: one or more embodiments may rely on the recognition that VFOA estimation may be beneficial, other than in these specific applications, also more generally for addressing a multi-object tracking issue.

One or more embodiments may thus permit to take into account social theories and experimental psychology results, and provide a prediction model for tracking which uses attention maps derived from VFOA estimations. Even in noisy scenarios, such maps may allow a tracker to identify e.g. those areas where e.g. pedestrians more probably would be present in the
future, by accounting for potential collisions and group formations.

One or more embodiments may provide a prediction model which is precise and robust. If associated e.g. to a tracking-by-detection approach, one or more embodiments may improve systematically the tracking performance on different benchmarks.

One or more embodiments may contemplate using VFOA for smart lighting applications, e.g. in arrangements where the human visual direction can be used for interacting with a light management system.

One or more embodiments may rely on the recognition that head pose estimation can be used to design an effective predictive model for multi-object tracking, capable of boosting in systematic way performance of conventional tracking approaches.

One or more embodiments may be based on the assumption that a robust real-time estimation of the head orientation of a pedestrian, and thus of its VFOA, may facilitate predicting his or her future close path, accounting for the other elements which are in the scene (pedestrians, obstacles).

One or more embodiments may involve creating attention maps of the scene (e.g. one for each pedestrian) that at each pixel contain the probability of passing there. For instance, these maps may be created by accumulating VFOAs at each time step, so that a steady head orientation may predict a possible path in the future with higher reliability than a frequently changing head pose. In addition, head poses of other people may be found to act on attention maps e.g. by discouraging potential trajectories that may lead to collisions.

One or more embodiments may rely on the recognition that head pose may be an expressive cue for
finding groups in a crowd, e.g. thus permitting to collect attention information about the groups in the form of joint VFOAs.

In one or more embodiments these elements may be used to create maps at each point in time, which may be employed in designing prediction models for a large variety of trackers. One or more embodiments may take advantage of the ability of attention maps to boost the performance of socially driven trackers, e.g. to permit tracking by detection.

In one or more embodiments, robust real-time detection of VFOA may serve additionally as a human-lighting interaction tool, thereby improving over current methods for controlling lighting including manual wall switches at the wall.

For instance, while in conventional lighting systems plural lighting devices are controlled independently by means of several switches, in one or more embodiments a decoded VFOA may be used to address lighting devices by looking at them, thus leading to a more natural and intuitive way of human-lighting interaction.

One or more embodiments may involve combining a VFOA approach for identifying a lighting device to controlled, and a lighting control technique (wall switch or e.g. a Lightify™ arrangement) to change the light status, e.g. switching, dimming, color, thus offering the possibility of applying a decoded VFOA for light switching.

One or more embodiments, a VFOA may be combined with gesture-based control, for a complete human body-based lighting control. For instance, VFOA may be used to address an “object” lighting device or source, while a hand gesture may be used to change the status thereof, thus offering the possibility of applying a decoded...
VFOA in conjunction with gesture-based control.

One or more embodiments may involve tracking people by using a visual frustum of attention (VFOA) as a predictive model in a context of tracking.

In one or more embodiments a VFOA may be exploited for collecting plausible locations of fixations (not precisely estimable in a surveillance scenario where the camera is far from the people) thus offering the possibility of using VFOA as supporting information e.g. in the case of occlusion.

By considering the gradual drop-off in processing efficiency around the focus of attention, one or more embodiments may adopt a VFOA with smoothed bounds. One or more embodiments may assume that the intersection of the VFOA with the scene indicates the probable future path, and, in the case of other people within the VFOA, these may be processed in determining possible colliding areas, which will be avoided with a certain probability.

In one or more embodiments, people distributed in groups may be considered as a single subject (e.g. sharing a quite similar trajectory, with a similar destination), with an extended VFOA obtained as the merge of their individual VFOAs.

In one or more embodiments, an input visual signal may be passed on to a processing system (e.g. a processing pipeline) with head orientation of a subject first estimated followed by view frustum formulation based on the head orientation; a probabilistic attention map (or, with a synonym designation, attention mask) may then be created based on subject orientation, location and other pedestrians in the scene.

In one or more embodiments may thus involve using the VFOA in a predictive model.
Brief description of the figures
One or more embodiments will now be described, by way of example only, with reference to the annexed figures, wherein:
- Figure 1 is a functional block diagram exemplary of one or more embodiments, and
- Figure 2 is a flow chart exemplary of possible steps in one or more embodiments.

Detailed description
In the following, one or more specific details are illustrated, aimed at providing an in-depth understanding of examples of embodiments. The embodiments may be obtained without one or more of the specific details, or with other methods, components, materials, etc. In other cases, known structures, materials, or operations are not illustrated or described in detail so that certain aspects of embodiments will not be obscured.

Reference to "an embodiment" or "one embodiment" in the framework of the present description is intended to indicate that a particular configuration, structure, or characteristic described in relation to the embodiment is comprised in at least one embodiment. Hence, phrases such as "in an embodiment" or "in one embodiment" that may be present in one or more points of the present description do not necessarily refer to one and the same embodiment. Moreover, particular conformations, structures, or characteristics may be combined in any adequate way in one or more embodiments.

The references used herein are provided merely for convenience and hence do not define the extent of protection or the scope of the embodiments.

One or more embodiments may rely on signal processing possibly performed in a system 1000 suitable
- in a manner known per se - to receive and process an image signal (e.g. a digital video signal) as provided by an image capture device such as e.g. a camera W. Such a system 1000 may be configured (e.g. as processing pipeline) in a manner to implement a method as exemplified in the following.

In one or more embodiments, such a method may include a number of steps/blocks as exemplified in Figure 1.

In brief, in one or more embodiments, an input (e.g. digital) visual signal as provided by an image capture device W (e.g. a camera) may be fed to a processing pipeline including an input module or block 100 whose output is passed on to a second module/block 102 wherein head orientation of a subject included in the image signal captured by the device W may be estimated. In a subsequent module/block 104, a view frustum may be formulated as a function of head orientation as estimated. Finally in a module/block 106 a probabilistic attention map (or mask) may be created based on subject orientation, location and information on other pedestrians included in the scene as viewed by the image capture device W.

The probabilistic attention map (mask) thus created may be output from the system 10 e.g. for use as further discussed in the following, for instance for controlling a "smart" lighting system L.

One or more embodiments may thus contemplate steps such as:

- passing an input visual signal to a processing pipeline,
- estimating head orientation of a subject,
- formulating a view frustum based on the estimated head orientation,
- creating a probabilistic attention map (mask)
based on subject orientation and location (and other possible subjects e.g. pedestrians in the scene).

One or more embodiments may contemplate steps such as:

- estimating a head pose for a subject entering a scene as detected by an image capture device (e.g. a camera \( W \)),
- generating a view frustum mask (map) as a function of the orientation of the subject based on the estimated head pose,
- creating an attention map (mask) for the subject based on the location and orientation of the subject and, possibly other subjects (e.g. pedestrians) in the scene.

One or more embodiments may contemplate steps such as:

- generating a signal representative of the position and orientation of a subject and other subjects in the scene,
- building a individual frustum thereof,
- building a group frustum,
- building an interaction frustum,
- cumulating an attention map (mask) to derive a destination point \( D \).

Estimation of head pose is inherently a challenging task due to subtle differences between human poses.

However, several techniques ranging from low level image features to appearance-based learning architectures have been developed in order to address the problem of head pose estimation.

For instance [33, 34] disclose using neural networks to estimate head pose.

In [11] a randomized fern-based approach is adopted to estimate head orientation. The designation randomized fern indicates an extension/variation of the
concept of random forest (RF), except for the fact that in randomized fern a same test is used for all the branches which has the same depth, with the possibility of giving rise to solutions which may be computationally better than a RF.

In some cases accuracy may be limited due e.g. to two images of the same person in different poses appearing more similar than two different persons in a same pose. Also, computing low-level image features in a low resolution images may be inherently hard and a learning architecture may contain bias based on positive and negative samples [35].

One or more embodiments may adopt a technique similar to that disclosed in [35] in order to estimate head pose in module/block/step 102.

For instance, in one or more embodiments, a head image patch may be passed as an input to a filter bank. The response from the filter bank may be sparse and contain gradient and color information of the input image. The dimensionality of sparse response may be further compressed by each node of the random forest by using random projection. Finally, this compressed filter response may be classified using a random forest.

For training, a head pose may be quantized in the range of 0° to 360° e.g. with an interval of 15°, namely with a granularity of the classification up to 15°.

In one or more embodiments, data may be randomly split into training and testing sets with a trainer classifier on manually labeled training data.

Finally, performance of the classifier may be evaluated on a test set.

For instance, one may consider a video sequence of $T$ image frames $S = \{I_i\}_{i=1}^T$. At each frame $t$, a set of $N$
pedestrians may be assumed to be detected and described by their position and orientation on the ground plane
\[ P_{t,i} = [x_{t,i}, y_{t,i}, \alpha_{t,i}], \ i = 1, \ldots, N. \]

For each pedestrian at frame \( t \), a personal frustum \( \mathcal{F}_{t,i}^P \) may be computed as a Gaussian distribution on the variable \( \theta \) in polar coordinates, with mean value \( \alpha_{t,i} \) and standard deviation \( \sigma \):
\[
\mathcal{F}_{t,i}^P(x, y) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{|\theta - \alpha_{t,i}|}{2\sigma^2}},
\]
where \( \hat{\theta} = \arctan \left( \frac{y_{t,i} - y_{t,i}}{x_{t,i} - x_{t,i}} \right) \).

If one assumes that people interacting in a group are walking towards a common destination point, the possibility exists of treating them as a single person by assigning to all of them the same group frustum \( \mathcal{F}_{t,i}^G \) defined as the average of all the personal frustums of the individuals belonging to the group:
\[
\mathcal{F}_{t,i}^G = \begin{cases} \frac{1}{|G|} \sum_{j \in G} \mathcal{F}_{t,j}^P & \text{if } i \in G \\ \mathcal{F}_{t,i}^P & \text{otherwise} \end{cases}
\]
where \( G \) is a generic group of interacting people.

Moreover, one may assume that people trying to avoid collisions with other individuals may not focus on their target location if someone is on their line of sight.

Thus, one may generate an interaction frustum \( \mathcal{F}_{t,i}^I \) by subtracting from the group frustum of the subject all the group frustums related to pedestrians that:

1. are within the highest region of the view frustum of the subject, (2) are pointing their own frustum towards the subject, and (3) are closer than a distance threshold.

This may be expressed in mathematical terms as:
\[
\mathcal{F}_{t,i} = \mathcal{F}_{t,i} - \sum_j \frac{\mathcal{F}_{t,j}}{d_{ij}}
\]

\[
\forall j : \mathcal{F}_{t,i}(x_{t,j}, y_{t,j}) \geq \tau_p \text{ and } \alpha_{t,i} - \alpha_{t,j} \geq \pi \text{ and } d_{ij} \leq \tau_d
\]

where \(d_{ij}\) is the Euclidean distance between person locations \(i\) and \(j\), while \(\tau_p\) and \(\tau_d\) are two thresholds whose values may be set e.g. to 0.8 and 2 meters, according e.g. to sociological literature [36].

The interaction frustums of a single subject as generated in module/block/step 104 in Figure 1 may then be accumulated over time to generate an attention map or mask \(A_{t,i}\) for each pedestrian at time \(t\), as given e.g. by:

\[
A_{t,i} = \sum_{\tau=1}^{t} \mathcal{F}_{\tau,i}
\]

Based on such an attention mask, a most plausible destination point \(D_{t,i}\) for the path of the specific pedestrian may be estimated e.g. for use in predicting the next location.

In one or more embodiments the destination point may be defined as the peak (maximum) of the attention mask.

In those cases where the attention mask is multi-model (e.g. it exhibits multiple local pixel maxima) the destination point may be defined as the local peak/maximum that is better aligned with the current head orientation:

\[
D_{t,i} = \arg\max_M \langle \hat{\theta}_M, p_{t,i}, \hat{\alpha}_{t,i} \rangle
\]

where \(M\) is a generic local peak/maximum of \(A_{t,i}\), \(\hat{\alpha}_{t,i}\) is a unit vector with orientation \(\alpha_{t,i}\), \(\hat{\theta}_M, p_{t,i}\) is a unit vector with orientation \(M - [x_{t,i}, y_{t,i}]^T\), and \(\langle \cdot, \cdot \rangle\)
represents the inner product of two vectors in the Euclidean space.

The block diagram of Figure 2 is exemplary of a possible embodiment of the process just described.

Once information on the position and orientation of all the pedestrians in a certain scene is acquired in step 200, a personal frustum can be generated in step 202 as a Gaussian distribution over the orientation as discussed previously.

Step 204 is exemplary of a situation where e.g. two pedestrians, namely Pedestrian 1 and Pedestrian 2 are detected as belonging to a same group, so that a group frustum may be generated by merging in a step 206 as discussed previously.

A further pedestrian, say Pedestrian 5 may then be assumed to interact with Pedestrian 1 since he/she satisfies the three conditions considered in the foregoing, and his/her frustum may be subtracted to the subject’s one in a step 208.

As discussed previously, accumulation on the attention mask may then occur in a step 210 to find a destination point $D$.

The instant discussion assumes, by way of example, that other pedestrians in the scene (for instance Pedestrians 6 and 7) may not satisfy the first condition considered in the foregoing, while still other pedestrians, say Pedestrians 3 and 4, may not satisfy the second and the third conditions considered in the foregoing.

Once the attention map or mask is generated and the destination point is estimated a next location of a particular pedestrian may be predicted e.g. in step 212 by formulating an energy minimization problem.

In that respect one may assume that acceleration of a pedestrian may be low if compared with the frame
rate of a video sequence as generated by an image capture device such as a camera \( \bar{\omega} \). This means that the velocity of pedestrian changes smoothly over the frames, the same also holding for head orientation.

For that reason, a judicious prediction may be a linear function of a state vector including the current pedestrian location and head orientation, the current velocity and the predicted velocity

\[
S_{t,i} = [x_{t,i}, y_{t,i}, \alpha_{t,i}, \dot{x}_{t-1,i}, \dot{y}_{t-1,i}, \alpha_{t-1,i}, \dot{x}_{t,i}, \dot{y}_{t,i}, \alpha_{t,i}]^T
\]

such that

\[
\hat{P}_{t+1,i} = \begin{bmatrix}
1 & 0 & 0 & \alpha & 0 & 0 & 1-\alpha & 0 & 0 \\
0 & 1 & 0 & 0 & \alpha & 0 & 0 & 1-\alpha & 0 \\
0 & 0 & 1 & 0 & 0 & \alpha & 0 & 0 & 1-\alpha
\end{bmatrix} S_{t,i}
\]

The estimation of the predicted velocity may then be formulated as an energy minimization problem.

In one or more embodiments a cost function may be adopted which is a linear combination of three different terms:

- a people interaction term, which accounts for the multi-agent nature of the system,
- a destination term, which accounts for the goal of each individual behavior,
- a constant speed term:

\[
C = I + w_D D + w_S S
\]

In one or more embodiments a constant speed may be favored (regularized) in the model by defining the term \( S \) as the squared norm of the acceleration:

\[
S = \|\dot{P}_{t,i}\|^2
\]

In one or more embodiments, the destination term may be the additive inverse of the angle included between the destination point, the current location and the predicted velocity:

\[
D = -\left( \angle D_{t,i} P_{t,i} \hat{P}_{t,i} \right)
\]
For the interaction potential, various different models have been proposed in the literature, mostly based on the concept of social force.

For instance, one or more embodiments may employ the avoidance model presented in [18]. In that model, the interaction potential is presented as a repulsion force that penalizes predictions generating configurations where two pedestrians are going to be closer than a comfort threshold. The underlying idea is that a person would not allow another individual to enter his/her personal space; thus people, when walking, may adjust their velocity in order to avoid this kind of situation to occur.

From a mathematical viewpoint, this term may become a weighed summation over all the individuals in the scene (not considering the subject itself) of the distances between the predicted locations

$$I = \sum_{j \neq i} w_j e^{-\frac{d^2_{ij}}{2\sigma^2}}$$

where

$$d^2_{ij} = \| \hat{P}_{t,i} - (P_{t,j} - \hat{P}_{t-1,j}) \|^2$$

Robustness of such a prediction model may be validated by injecting it into two different kinds of track approaches (e.g. a Kalman filter approach and a particle filter approach).

In one or more embodiments, the predicted position of a person may be used with high probability assigned to the search region around the predicted locations in the following frames, thus being in a position to suppress (e.g. reject) false associations by simply limiting the search area.

In one or more embodiments processing as highlighted in the foregoing may be exploited for lighting control, e.g. for controlling operation of one
or more lighting sources (devices) schematically represented as \( L \) in Figure 1. While a single lighting source or device \( L \) is indicated in Figure 1 for the sake of simplicity, one or more embodiments may be applied to controlling lighting systems including a plurality of lighting sources or devices \( L \).

For instance, in one or more embodiments, given a person in a room, the visual frustum of attention (VFOA) as generated in block/module/step 106 of Figure 1 may be decoded thus identifying the direction the person is looking at.

An "object" light in the room may then be identified which corresponds (e.g. is closer or closest) to the direction line of the VFOA of the person.

In one or more embodiments, each one of a plurality of lighting sources/devices in a room may be identified by its location coordinates \( x, y \), so that a line originating from the person and directed along the VFOA may permit to identify a lighting source/device as the one for which the point (light position) to the line (VFOA) distance is minimum, in the ground plane of the map.

The distance from a generic line \( ax + by + c = 0 \) to point \( (x_o, y_o) \) can be estimated as:

\[
dist(ax + by + c = 0, (x_o, y_o)) = \frac{|ax_o + by_o + c|}{\sqrt{a^2 + b^2}}
\]

The lighting source/device thus identified may then be controlled by means of a control system \( C \) which may include any of:

- a wall switch: in this case, while notionally "common" to e.g. shared by plurality of sources/devices, the wall switch will affect only the
“object” light identified via the VFOA of the person,
- a mobile communication device such as e.g. a
smart phone equipped with a corresponding application
(app); in this case all commands may be intended to
affect only the object light identified via the VFOA of
the person;
- a human gesture sensor: such a sensor may
implement e.g. an image-based pose estimation method to
recover the position/posture of the person starting
from the position of his body and limbs as sensed.

For instance, an arrangement such as DeeperCut as
disclosed in [37] may be adopted for pose estimation in
one embodiments. By way of example (without loss of
generality) one may consider that raising and lowering
a user’s right hand may produce dimming up and down the
object light identified via the VFOA of the user.

In one or more embodiments may thus permit:
- people path prediction with the use of the view
frustum,
- people tracking with the use of the view
frustum,
- people attention map (mask) estimation with the
use of the view frustum,
- use for human lighting interaction.

One or more embodiments may provide trajectory
forecasting based on VFOA.

People tracking based on VFOA, e.g. with path
prediction may benefit from a tighter and more robust
search area: the predicted position of a person at the
following frames may be used as a starting point for
searching a new true location of a person.

One or more embodiments may provide people
attention map estimation based on a view frustum.

For instance, a regressed VFOA may permit to
estimate a scene attention map (e.g. a normalized VFOA-
map summing the VFOA’s of all the pedestrians in a scene). This may highlight the foci of attention of people in the scene, that is which areas in an observed image are mostly and more likely looked at.

One or more embodiments may provide for using VFOA for human-lighting interactions. For instance, an object lighting source/device may be identified on a map as the source/device to which control commands (as applied e.g. via a wall switch, a smart app or via human gestures) are directed, e.g. by “routing” the action of a switch to a “visually” targeted luminaire.

One or more embodiments may provide a method including receiving (e.g. 100) from at least one image sensor (e.g. a digital camera W) an image signal indicative of the head pose of at least one person, the method including processing said image signal by:

- estimating (e.g. 102), as a function of said image signal received from at least one image sensor, said head pose of said at least one person,

- generating (e.g. 104) from said estimated head pose a view frustum of said at least one person,

- generating (e.g. 106) from said view frustum a visual frustum of attention or VFOA of said at least one person, and

- generating from said visual frustum of attention at least one of:

- a predicted movement trajectory of said at least one person, or

- an estimated scene attention map for said at least one person as a function of said visual frustum of attention.

One or more embodiments may include tracking said at least one person as a function of said predicted movement trajectory, e.g. for activating automatically lighting devices along his or her path of travel.
One or more embodiments may include identifying in said attention map at least one object (e.g. a lighting device L) to be controlled.

One or more embodiments may include controlling by a control device (e.g. C) said at least one object identified in said attention map.

One or more embodiments may include identifying in said attention map at least one lighting device to be controlled.

One or more embodiments may include controlling said at least one lighting device by a control device, said control device optionally including one of:
- a switch,
- a mobile communication device,
- a human gesture sensor.

One or more embodiments may include:
- providing a plurality of lighting devices controllable by one control device,
- identifying in said attention map at least one lighting device to be controlled in said plurality of lighting devices, and
- controlling via said one control device the lighting device identified in said plurality of lighting devices in said attention map.

One or more embodiments may include, for a plurality of persons in a scene:
- generating (e.g. 202) respective personal view frustums for said plurality of persons,
- computing (e.g. 204) an average group view frustum of the respective personal frustums of a group of persons in said plurality of persons,
- generating (e.g. 206) an interaction frustum for one person in said group by subtracting from said group frustum the view frustums related to persons in said group which:
- i) are within the highest region of the view frustum of said one person,
- ii) are pointing their view frustum towards said one person, and
- iii) are closer than a distance threshold to said one person, and
  - cumulating over time the interaction frustum for said one person thereby producing an attention map for said one person.

One or more embodiments may include calculating an estimated destination point for said one person as a peak of said attention map.

One or more embodiments may include:
- detecting the head orientation of said one person,
  and
- calculating said estimated destination point as a peak in said attention map best matching said head orientation detected.

One or more embodiments may include tracking said one person by:
- providing an attention map and an estimated destination point for said one person, and
- predicting a next location for said one person as a function, optionally as a linear function, of the current location, the head pose, the current velocity and a predicted velocity of said one person.

One or more embodiments may provide a system including:
- at least one image sensor (e.g. a camera \( \mathcal{W} \)) for generating an image signal indicative of the head pose of at least one person,
- a processing system (e.g. 1000) coupled with said at least one image sensor for receiving from said
at least one image sensor said image signal, the
processing system configured for processing said image
signal according to one or more embodiments.

One or more embodiments may relate to a computer
program product, loadable in at least one processing
system (e.g. the system 1000) and including software
code portions for performing the method of one or more
embodiments when the product is run on at least one
processing system.

LIST OF DOCUMENTS CITED

[1] Roberto Valenti, Nicu Sebe, and Theo Gevers,
"Combining
head pose and eye location information for gaze
[2] Gabriele Fanelli, Juergen Gall, and Luc Van Gool,
"Real time head pose estimation with random regression
forests" in IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), 2011.
direction from low-resolution faces in video" in
European Conference
on Computer Vision (ECCV), 2006.
[4] Diego Tosato, Mauro Spera, Matteo Cristani, and
Vittorio Murino, "Characterizing humans on riemannian
manifolds" IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 35, no. 8, pp. 1972-1984,
2013.
Subramanian, Samuel Rota Bulò, Narendra Ahuja, and
Oswald Lanz, "Uncovering interactions and interactors:
Joint estimation of head, body orientation and
formations from surveillance videos" in IEEE
International Conference on Computer Vision (ICCV), 2015.


services/tools/lightify---smart-connected-light/.

light=


[28] Loris Bazzani, Marco Cristani, Diego Tosato, Michela Farenzena, Giulia Paggetti, Gloria Menegaz, and Vittorio Murino, “Social interactions by visual focus of attention in a three-dimensional environment” Expert


Without prejudice to the underlined principles, the details and the embodiments may vary, even significantly with respect to what has been described by way of example only, without departing from the extent of protection.

The extent of protection is defined by the annexed claims.
CLAIMS

1. A method including receiving (100) from at least one image sensor (W) an image signal indicative of the head pose of at least one person, the method including processing said image signal by:
   - estimating (102), as a function of said image signal received (100) from at least one image sensor (W), said head pose of said at least one person,
   - generating (104) from said estimated head pose a view frustum of said at least one person,
   - generating (106) from said view frustum a visual frustum of attention or VFOA of said at least one person, and
   - generating from said visual frustum of attention at least one of:
     - a predicted movement trajectory of said at least one person, or
     - an estimated attention map for said at least one person as a function of said visual frustum of attention.

2. The method of claim 1, including tracking said at least one person as a function of said predicted movement trajectory.

3. The method of claim 1 or claim 2, including identifying in said attention map at least one object (L) to be controlled (C).

4. The method of claim 3, including controlling by a control device (C) said at least one object (L) identified in said attention map.

5. The method of claim 3 or claim 4, including identifying in said attention map at least one lighting device (L) to be controlled.

6. The method of claim 5, including controlling said at least one lighting device (L) by a control device (C), said control device (C) preferably
including one of:
- a switch,
- a mobile communication device,
- a human gesture sensor.

7. The method of claim 5 or claim 6, including:
- providing a plurality of lighting devices \( (L) \) controllable by one control device \( (C) \),
- identifying in said attention map at least one lighting device \( (L) \) to be controlled in said plurality of lighting devices, and
- controlling via said one control device \( (C) \) the lighting device identified in said plurality of lighting devices in said attention map.

8. The method of any of the previous claims, including, for a plurality of persons in a scene:
- generating \( (202) \) a respective personal view frustum for each person in said plurality of persons,
- computing \( (204) \) an average group view frustum of the respective personal frustums of a group of persons in said plurality of persons,
- generating \( (206) \) an interaction frustum for one person in said group by subtracting from said group frustum the view frustums related to persons in said group which:
- i) are within the highest region of the view frustum of said one person,
- ii) are pointing their view frustum towards said one person, and
- iii) are closer than a distance threshold to said one person, and
- cumulating over time the interaction frustum for said one person thereby producing an attention map for said one person.

9. The method of claim 8, including calculating an estimated destination point for one person as a peak of
said attention map.

10. The method of claim 9, including:
   - detecting (102) the head orientation of said one person, and
   - calculating said estimated destination point as a peak in said attention map best matching said head orientation detected (102).

11. The method of claim 9 or claim 10, including tracking said one person by:
   - providing an attention map and an estimated destination point for said one person, and
   - predicting a next location for said one person as a function, preferably as a linear function, of the current location, the head pose, the current velocity and a predicted velocity of said one person.

12. A system including:
   - at least one image sensor (W) for generating an image signal indicative of the head pose of at least one person,
   - a processing system (1000) coupled with said at least one image sensor (W) for receiving from said at least one image sensor (W) said image signal, the processing system (1000) configured for processing said image signal according to the method of any of claims 1 to 11.

13. A computer program product, loadable in the memory of at least one processing system (1000) and including software code portion for performing the method of any of claims 1 to 11 when the product is run on at least one processing system.
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